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Topic Modeling

Document Document
Representation Length
Long:
Vector Space Model: e Latent Semantic Analysis
e Term frequency (in a doc) g]':tﬁ)x doc-topic & topic-term
e Term Frequency-Inverse e Latent Dirichlet Allocation
Document Frequency (LDA): _
(TF-IDF) Gibbs sampling:

the distance between words in
the same latent topic is
minimized & the distance
between words from different
latent topics is maximized.
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Document Short:
e Sentence-LDA:
Length Each document is inferred from

only one topic

e Global Word Co-Occurrences
Based Methods:
Documents with similar context

C.halé)ear;gessparSi ty tend to share the same topics
e FastText-based Sentence-LDA:
o Context& FastText associates each word
o Labeled data&y with a group of similar words with
e Noises P a similarity degree or weight.

The main hypothesis of our proposed model is that a document can be about several topics.
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Case Study

O LDA+word2vec: i i D,ﬁ

K-means:

©

~© Topic-doc matrix A label of doc
Challenges
e Data sparsity i i
Context (ambiguity)

( }
e Labeled data&y
( }

Noises ‘i i o

[} Dictionar . A
! ¥ words’ ids and their

\ ’ number of
% Bag of Words occurrences in a
o document

Fig. 2. Document preprocessing
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Label the topic of word clusters Noises
Each topic with most representative words

For each document in the collection

e  Similar word clusters
Each word with topic relevance degree

Collection of

v

documents DOCUI’T"I&DT
1 o Clusters de Manual Topics” ™ j
/ mots similaires Labeling labels \ Extrading
Preprocessing Independent document’s
\ / topics
Y rd

Training a Word2vec model

STEP 1 STEP 3
/ STEP 2

Each word: a vector of similar

. .o Fig. 1. Model architecture
words with similarity scores
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Case Study

Label the topic of word clusters
Each topic with most
representative words

Collection of

documents
|
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word2vec.S imilarity(representative_words(d), representative_words(t))

For each document in the collection

e  Similar word clusters
Each word with topic relevance degree

xtracting all docyiments topics

usters de Manual Topics' ™
mots similoires Labeling labels \
Independent /-
Py

Training a Word2vec model

STEP 1
/ STEP 2

Each word: a vector of similar
words with similarity scores

Fig. 1. Model architecture
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Case Study

Loa+w2v: K KO  K-means: !
© Topic-doc matrix A label of doc

For the data we used 114826 tweets as our short text documents and to collect them we used Twitter API '. To
label the topics of the collected data we used a semi-automatic annotation technique. The main idea behind the latter
is to try to cluster documents or tweets, using k-means, in a way documents within the same cluster are similar to each
other. After clustering our documents, we will try to take a few documents (sample) from each cluster and annotate
them manually. After the manual annotation, all documents within the same cluster from which we took the sample
will take the label of its correspondent sample since all documents in one cluster share similar properties (see figure3).
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— ., Manual labeling of a
®_— " sample from the cluster <:>

o Collection of tweets

e R
—

o Cluster n

Fig. 3. Semi-automatic annotation
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Case Study

LDA+W2V: f i L K-means:
Topic-doc matrix A label of doc

After calculating the document’s score in the range of the detected topics (topics detected in section 3.4.1) we

obtain as a result a vector where each row represents a topic, and the column-row values represent the score of the
document in the row’s topic. From a topics’ vector of document d, we will extract the most representative topics by
fixing a threshold #4. So, if the topic’s score is greater than 7/ so the latter is one of document d’s relevant topics.

100

relevant_topics(d,th) = {t € Topics : withdoc_topic_score(d,t) > th} (2)

— good prediction %

A good threshold value :
e maximizes the percentage of good predictions
e minimizes the number of predictions labels per tweet

02 03 05 06 07 08

04
Threshold impact

Fig. 5. Threshold impact on the percentage of good predictions
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oa+w2v: K KO8  Kmeans: o
© Topic-doc matrix A label of doc

After calculating the document’s score in the range of the detected topics (topics detected in section 3.4.1) we
obtain as a result a vector where each row represents a topic, and the column-row values represent the score of the
document in the row’s topic. From a topics’ vector of document d, we will extract the most representative topics by
fixing a threshold #4. So, if the topic’s score is greater than 7/ so the latter is one of document d’s relevant topics.

relevant_topics(d,th) = {t € Topics : withdoc_topic_score(d,t) > th} (2)

@ [The best value to choose is 0.5

e minimizes the number of labels ”3” %
e maximizes the threshold values (topics are 25
relevant) .

Fig. 6. Average number of labels per tweet
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